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ABSTRACT

We consider preference communication in two-player multi-objective normal-form games. In such
games, the payoffs resulting from joint actions are vector-valued. Taking a utility-based approach,
we assume there exists a utility function for each player which maps vectors to scalar utilities and
consider agents that aim to maximise the utility of expected payoff vectors. As agents typically do
not know their opponent’s utility function or strategy, they must learn policies to interact with each
other. Inspired by Stackelberg games, we introduce four novel preference communication protocols
to aid agents in arriving at adequate solutions. Each protocol describes a specific approach for one
agent to communicate preferences over their actions and how another agent responds. Additionally,
to study when communication emerges, we introduce a communication protocol where agents must
learn when to communicate. These protocols are subsequently evaluated on a set of five benchmark
games against baseline agents that do not communicate. We find that preference communication can
alter the learning process and lead to the emergence of cyclic policies which had not been previously
observed in this setting. We further observe that the resulting policies can heavily depend on the
characteristics of the game that is played. Lastly, we find that communication naturally emerges in
both cooperative and self-interested settings.

Keywords Multi-Agent Reinforcement Learning ·Multi-Objective Optimization · Nash Equilibrium

1 Introduction

The field of Multi-Agent Reinforcement Learning (MARL) enables learning agents to optimise their strategies by
interacting with the environment as well as other agents [17]. In recent years, MARL achieved impressive results in
domains such as adaptive traffic signal control [12] and managed to beat top-level humans in complex multi-player
games such as StarCraft [35].

A key complicating factor is that it is often needed to optimise for multiple objectives at once. An example can be found
in drug design where we aim to find new molecules that are similar to an existing one but with better performance [39].

∗Part of this work was carried out by the first author for his master thesis [23] under the supervision of the other authors. Some
preliminary results in this article were presented in the Adaptive and Learning Agents Workshop 2021 [22].
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Many real-world problems consist of both multiple agents and multiple objectives. By developing techniques focusing
on only one of these factors, we risk oversimplifying these complexities. As an illustrative example, consider a logistical
service provider with multiple trucks. These trucks must coordinate how to divide the packages, as this influences
their driving routes. In this scenario, each truck has the (possibly conflicting) objectives to deliver all goods as fast as
possible to their destination, with the lowest associated cost, while also minimising carbon emissions to minimise its
strain on the environment. This results in a combinatorial optimisation problem that can quickly become intractable to
plan in a centralised manner. Taking a learning approach, and specifically multi-objective multi-agent, allows trucks to
learn how to optimise for the different objectives in the presence of the other trucks [14].

In this article, we study two-player Multi-Objective Normal-Form Games (MONFGs), which are stateless games with
multiple objectives. Following a utility-based perspective, we assume that every agent has a possibly non-linear utility
function that maps vectors to scalar utilities [21]. Previous work in this area has shown that in settings where agents aim
to maximise the utility from expected vectorial payoffs, no Nash equilibria need exist under non-linear utility functions
[26]. We study this setting further as it remains to be determined how agents can efficiently learn when Nash equilibria
are present as well as what behaviour is learned when these equilibria do not exist.

We design a set of preference communication protocols, inspired by Stackelberg games, to aid convergence and promote
collaboration. Agents learn policies through repeatedly playing a base MONFG and following the protocol which
alternates them between being a leader that communicates a certain preference and a follower that responds to this
communication. We contribute protocols for cooperative communication, self-interested communication and also
examine a hierarchical setting where agents must learn when to communicate. We empirically evaluate our protocols on
a set of five two-player MONFGs. These benchmarks include both games with and without Nash equilibria to study the
effect of communication under different dynamics. Furthermore, we provide baseline results for independent learners
without the ability to communicate to provide the necessary context and comparisons. All code used for this article can
be found at https://github.com/wilrop/communication_monfg. Concretely, we contribute the following:

1. We design four novel communication protocols, inspired by Stackelberg games, for two-player MONFGs.
Each protocol alternates players between being a leader that communicates a certain preference and being a
follower that conditions their strategy on this communication.

2. We empirically evaluate our algorithms on a set of five benchmarks. We also provide a baseline implementation
and evaluation of agents that are unable to communicate.

3. We find that agents that are looking to cooperate receive a boost in convergence rate when employing preference
communication.

4. We show that self-interested agents can end up cycling through an optimal set of stationary policies. This leads
us to consider cyclic Nash equilibria as a relevant solution concept.

5. We show that in a setting where agents learn when to communicate, cyclic policies can arise for both
cooperative and self-interested agents.

6. We find that communication emerges both in cooperative as well as self-interested settings and that the final
communication policy is determined by the learning rate and the characteristics of the underlying game.

The remainder of this article is structured as follows. In Section 2, we present the necessary background. Section 3
introduces the novel preference communication protocols and provides an analysis of each protocol in terms of target
behaviour. Next, Section 4 provides an empirical evaluation of each proposed protocol on a set of benchmark games
and discusses the results. In Section 5 we discuss related work in adjacent fields and highlight the relevant state of the
art. Lastly, Section 6 provides a conclusion and discusses possible directions for future work.

2 Background

2.1 Multi-Objective Normal-Form Games

A common model of interactions between rational actors is the (single-objective) Normal-Form Game (NFG). In these
games, each player receives a scalar payoff based on the joint strategy of all players. Intuitively, a Multi-Objective
Normal-Form Game (MONFG) is the multi-objective counterpart to NFGs where agents now receive a vectorial payoff
consisting of a payoff for each objective. We formally define an MONFG as follows:
Definition 1 (Multi-objective normal-form game). A (finite, n-player) multi-objective normal-form game is a tuple
(N,A,p), with d ≥ 2 objectives, where:

• N is a finite set of n players, indexed by i;
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• A = A1×· · ·×An, whereAi is a finite set of actions available to player i. Each vector a = (a1, . . . , an) ∈ A
is called an action profile;

• p = (p1, . . . ,pn) where pi : A → Rd is the vectorial payoff function for player i, given an action profile.

In the case of two player MONFGs, we can represent such games in the form of a matrix as shown in Table 1. In this
example, if the row player opts to play action A and the column player opts for action B, the row player receives a
payoff vector of (0, 1) while the column player obtains (1, 0).

A B
A (1, 1); (0, 0) (0, 1); (1, 0)
B (1, 0); (0, 1) (0, 0); (1, 1)

Table 1: A matrix representation of a multi-objective normal-form game. Each cell holds the vectorial payoff for both
agents under the corresponding action profile.

In general, players are not restricted to deterministically play a single action, known as playing a pure strategy. Rather,
players may select actions according to a probability distribution over their actions, known as playing a mixed strategy.
Definition 2 (Mixed strategy). Let (N,A,p) be an MONFG, and for any set X let Π(X) be the set of all probability
distributions over X . Then the set of mixed strategies for player i is Si = Π(Ai).

We note that in the context of MARL, strategies are often referred to as policies and denoted by π. We focus on the
learning aspect of agents in multi-objective games and use the terms interchangeably for the remainder of this article.

2.2 Utility-Based Approach

In this work, we assume a utility-based approach to deal with the multi-objective nature of our games [20, 21, 25].
Concretely, we assume that each agent i can derive a scalar utility from a reward vector by applying their utility function
ui : Rd → R. This implies a total order over vectors. We believe this is a reasonable assumption, as an agent will
ultimately have to be able to select a payoff vector out of (a subset of) the available alternatives.

An intuitive example of a utility function is the linear utility function which assigns a weight w ∈ [0, 1] to each objective
o from the set of objectives O and subsequently sums over these weighted returns as shown below.

ui (pi(π)) =
∑
o∈O

wi,opi,o(π) (1)

with pi(π) the result from applying the joint policy π to player i’s payoff function pi and pi,o(π) the specific payoff for
objective o from the same payoff function and joint policy.

In general, utility functions can be highly non-linear and are only assumed to be monotonically increasing. This
assumption translates to the fact that each agent should always prefer more of an objective over less, given equal rewards
for all other objectives. Formally:

(∀o, pi,o(π) ≥ pi,o(π′)) =⇒ ui (pi (π)) ≥ ui (pi (π′)) (2)

We assume that all agents are rational such that they aim to maximise their utility as defined by their utility functions.
There is however not a unique choice for how to apply the utility function to the payoffs. The literature identifies two
alternatives [21]. As an illustration, assume the logistical example that was provided before. One option is that we aim
to optimise the average utility that we can derive from a package delivery. In that case, we are optimising for the utility
of each individual policy execution, resulting in what is called the Expected Scalarised Returns (ESR) criterion:

pi = E [ui (pi (π))] =
∑
a∈A

ui (pi(a))

n∏
j=1

πj(aj) (3)

with pi the expected utility for agent i with utility function ui and pi (π) the result from applying the joint policy π to
player i’s payoff function pi.

Alternatively, it is possible that we aim to optimise the utility we can derive from the average package delivery, in
which case we first calculate the expectation over the vectorial returns before scalarising. This is called the Scalarised
Expected Returns (SER) criterion:

pi = ui (E [pi(π)]) = ui

∑
a∈A

pi(a)

n∏
j=1

πj(aj)

 (4)

3
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where pi is now the utility of the expected returns.

It has been shown that these optimisation criteria can lead to different outcomes in both single-agent as well as
multi-agent settings [26, 34]. Furthermore, recent work has found that an MONFG under ESR with known utility
functions can be reduced to a single-objective trade-off game [26]. This implies that regular MARL techniques can be
used to solve such problems. The SER criterion on the other hand cannot easily be solved by such techniques and has
been understudied thus far [25]. For these reasons, we concern ourselves with the SER optimisation criterion in this
work.

2.3 Solution Concepts

We consider a number of different solution concepts. Below, we introduce Nash equilibria and cyclic Nash equilibria in
the context of MONFGs under SER.

2.3.1 Nash Equilibria

A Nash equilibrium (NE) is a joint policy from which no agent can unilaterally deviate and increase their payoff. The
original definition of this solution concept in the context of scalar payoffs can be reformulated for vectorial payoffs [26].
For the purpose of notation, we define π−i = (π1, · · · , πi−1, πi+1, · · · , πn) as the joint policy π without the policy of
agent i, so that we may write π = (πi, π−i). A Nash equilibrium is then defined as follows:
Definition 3 (Nash equilibrium for scalarised expected returns). A joint policy πNE is a Nash equilibrium in an
MONFG under the scalarised expected returns criterion if for all players i ∈ {1, · · · , n} and all alternative policies πi:

ui
(
Epi

(
πNEi , πNE−i

))
≥ ui

(
Epi

(
πi, π

NE
−i
))

Whenever the NE consists solely of pure strategies, we call this a pure strategy Nash equilibrium. As an example,
consider the MONFG in Table 2 and the utility function u(x, y) = x+ y for both players. We show the (pure strategy)
NE in the highlighted cell. In this game, playing A is the best response for player 1 (row player) to either action from
player 2 (column player), as the reward vector dominates all other rewards. Player 2 on the other hand has a best
response strategy of playing B for every action from player 1. The joint strategy (A, B) thus presents an NE in this
game.

A B
A (1, 1); (0, 0) (1, 1); (1, 1)
B (0, 0); (0, 0) (0, 0); (1, 1)

Table 2: A two-player MONFG containing a pure strategy Nash equilibrium which is highlighted in green.

It is well known that in single-objective NFGs, each game must have at least one mixed strategy NE. In MONFGs
however, it has been shown that when optimising for the SER objective, and specifically when using non-linear utility
functions, NE need not exist [26].

2.3.2 Cyclic Nash Equilibria

A second solution concept that is worth discussing is the cyclic Nash equilibrium (CNE). A cyclic policy can be defined
as a sequence of stationary policies π = {π1, · · · , πk} that is continuously cycled through [40]. Whenever agents have
no incentive to deviate from this cycle, we denote the joint policy as a CNE. Cyclic Nash equilibria were first described
by Zinkevich et al. [40] in the context of Markov games. We show in Section 4 that the protocols we contribute can
naturally lead to cycling amongst policies over repeated plays of the game. Moreover, this cycling may be optimal and
thus leads us to consider cyclic Nash equilibria. As far as the authors are aware, this has not previously been noted in
MONFGs. We contribute a definition of a CNE under SER below.
Definition 4 (Cyclic Nash equilibrium for scalarised expected returns). A joint cyclic policy πNE , with πNEi =
{πNEi,1 , · · · , πNEi,k }, is a cyclic Nash equilibrium in an MONFG under the scalarised expected returns criterion if for all
players i ∈ {1, · · · , n} and all alternative cyclic policies πi:

ui
(
Epi

(
πNEi , πNE−i

))
≥ ui

(
Epi

(
πi, π

NE
−i
))

As an example, consider the game in Table 3 with both players employing the utility function u(p1, p2) = p1 · p2. If
both players assume the cyclic strategy π1 = π2 = {A,B}, this leads to an expected return of (6, 6) and a utility of 36.
Observe that deviating to any other strategy only decreases their utility as players will sometimes obtain a payoff vector
of (0, 0). Therefore, the joint cyclic strategy is a cyclic Nash equilibrium.

4
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A B
A (10, 2); (10, 2) (0, 0); (0, 0)
B (0, 0); (0, 0) (2, 10); (2, 10)

Table 3: A two-player MONFG where committing to a cyclic strategy is optimal. The cyclic Nash equilibrium is
highlighted in blue.

2.4 Learning in Multi-Objective Games

We first introduce the single-agent algorithm that we use for learning in multi-objective games. Next, we describe how
this algorithm is used in multi-agent settings and the challenges that come with this.

2.4.1 Actor-Critic

For our agents to learn in MONFGs, we employ a well-known algorithm from single-agent reinforcement learning
called actor-critic. The actor-critic method itself is built up from two key ideas, namely policy gradient and value based
methods.

Policy gradient attempts to learn parameters θ to a policy πθ that maximise expected returns. It does this by performing
gradient ascent on an objective function J(θ). We show this update in Equation 5.

θt+1 = θt + αθ∇J(θt) (5)

where αθ is the learning rate for the parameters θ.

Value-based methods on the other hand attempt to learn a value for states or state-action pairs. These values are later
used to select actions which are expected to maximise returns. In this work, we consider Q-learning specifically which
estimates the value of state-action pairs by using the update rule in Equation 6. Please note that we explicitly show the
multi-objective update rule for Q-learning in stateless settings [26].

Q(at)← Q(at) + αQ [pt −Q(at)] (6)

with αQ the learning rate for the Q-values, at the action taken at timestep t and pt the obtained vectorial reward.

The actor-critic method combines both approaches in one algorithm. Specifically, learned Q-values (the critic) are
used as a baseline in the objective function for updating the policy learned through policy gradient (the actor). In
multi-objective games, and specifically under SER, we can formulate the objective function in terms of maximising
utility from expected returns which are captured in vectorial Q-values [38]:

J(θ) = ui

(∑
a∈Ai

πi(a|θ)Q(a)

)
(7)

In Equation 7, a ∈ Ai are the actions available to agent i andQ(a) is the vectorial Q-value associated with an action.
This makes it so that

∑
a∈Ai πi(a|θ)Q(a) represents the expected multi-objective return of the current policy. By

applying the utility function ui to this expected multi-objective return, we are effectively calculating the SER.

2.4.2 Independent Actor-Critic

To extend reinforcement learning to multi-agent settings, an attractive solution is to use independent learners which use
algorithms from single-agent reinforcement learning independently [10, 32]. It is often (implicitly) assumed that agents
attempt to achieve a Nash equilibrium [17]. This is not guaranteed to succeed with independent learning as many of the
convergence guarantees from single-agent reinforcement learning rely on the Markov property of their environment,
which is violated for independent learners [9]. However, great results have been obtained in practice [4].

The communication protocols we propose are based on independent learners that use the multi-objective actor-critic
algorithm shown in Algorithm 1 [38]. Note that each agent’s policy is defined as a softmax over their policy parameters:

π(a = ai|θ) =
eθi∑|A|
j=1 e

θj

The result of applying this function is a probability distribution over actions. In the learning loop, agents sample an
action from this distribution and observe their reward vector. They subsequently update the Q-value of their action
and calculate the objective function. Finally, the policy parameters θ are updated by ascending on the gradient of the
objective function.

5
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Algorithm 1 Independent multi-objective actor-critic under SER

1: Input: learning rates αQ and αθ
2: for each player do
3: For each action a ∈ A and with d ≥ 2 objectives, initialiseQ(a)← 0

4: Initialise θ = 0 and π(a = ai|θ) = eθi∑|A|
j=1 e

θj

5: end for
6: for each episode do
7: for each player do
8: Play action a ∼ π(a|θ)
9: end for

10: for each player do
11: Observe payoff vector p ∈ Rd
12: Q(a)← Q(a) + αQ [p−Q(a)]
13: calculate objective function: J(θ) = u

(∑
a∈A π(a|θ)Q(a)

)
14: Update policy parameters: θ ← θ + αθ∇J(θ)
15: end for
16: end for

2.5 Stackelberg Games

We design several communication protocols that are inspired by Stackelberg games. A Stackelberg game is an n-player
game where one or more players are designated as leaders that publicly commit to playing a certain strategy. Other
players are assumed to be followers who condition their own strategy on the received commitment. Note that we refer
to the game that is being played without commitment as the simultaneous move game.

When considering commitment, it becomes useful to consider a third type of solution concept called a Leadership
equilibrium (LE) or Stackelberg equilibrium. We restrict ourselves to two-player games, for which we define an LE as
follows:

Definition 5 (Leadership equilibrium). A joint strategy s is a leadership equilibrium in a two-player MONFG if the
leader’s mixed strategy s1 ∈ S1 maximises their utility u1, given that for each s′1 ∈ S1 the follower plays a strategy
s2 ∈ S2 maximising u2 given s′1.

While this definition does not explicitly specify an optimality criterion for either player, the utility obtained by them
does implicitly depend on their optimality criterion.

As an example of an LE, consider the game in Table 4 where the row player is the leader and the column player the
follower. Assume both players use the utility function u(p1, p2) = p21 + p22. The leadership equilibrium in this case is
to commit to the pure strategy A, which induces the follower to respond with A as well. This joint strategy is not a
Nash equilibrium in the simultaneous move game, as the row player would have an incentive to deviate to B.

A B
A (2, 0); (2, 0) (0, 2); (0, 1)
B (3, 0); (1, 0) (0, 1); (0, 2)

Table 4: A two-player Stackelberg game. The leadership equilibrium is highlighted in pink for the row player as leader.

In two-player single-objective games, leadership equilibria are guaranteed a payoff at least as high as a Nash equilibrium
in the simultaneous move game and may even be strictly better than all NE [11, 36]. This motivates exploring the value
of commitment for learning agents in multi-objective settings as well.

3 Preference Communication

In this section, we introduce the novel preference communication protocols. The goal of these protocols is to foster
cooperation when possible and allow for improvements in learning speed through increased coordination. In total, we
contribute four novel approaches that can be used in a range of different settings.

6



arXiv Template A PREPRINT

3.1 Communication Protocols

All communication protocols revolve around a central idea inspired by Stackelberg games. In every play of the game,
one agent is selected as the leader while the other is determined a follower. Agents switch every round between being
the leader and being the follower. The leader is required to commit to a pure or mixed strategy depending on the
specified protocol. As we study preference communication, the commitment made by the leader always represents
some sort of preference over the future (pure) strategy they intend to play. The follower in turn conditions their own
strategy on this commitment. We hypothesise that having players alternate commitment helps coordinate joint-policies
and increases convergence rates.

For agents to converge to a Nash equilibrium or otherwise stable utility, we gradually move a player’s policy in the
direction of their best response. Best-response iteration is often used in single-objective games where agents calculate a
best response to the current (empirically recorded) joint policy [1]. Rather than explicitly calculating a best response,
we perform gradient ascent using the actor-critic algorithm shown in Section 2.4. Gradient ascent has also been applied
with success for learning in single-objective games [4], further motivating this approach in our setting as well.

While we focus on the empirical performance of the protocols, it is interesting to briefly consider theoretical properties
as well. In single-objective games, gradient ascent is not guaranteed to converge [29]. In the case of multi-objective
games, and specifically under SER, an additional issue is that Nash equilibria need not exist. Therefore, convergence to
a Nash equilibrium in general already becomes impossible. Empirical evidence from single-objective games suggests
that adaptations to naive gradient ascent and best-response iteration often converge to NE or reach quantitatively high
performance [1, 4]. In Section 4, we present the same observation that gradient ascent works well in practice for
multi-objective games. The precise classes of games for which convergence can be proven are left for future work.

3.2 Cooperative Action Communication

Cooperative action communication enables agents to cooperate by optimising for a single joint policy. The protocol
contains two main components. First, the leader samples an action from their current policy and publicly commits
to playing this in the round. Next, the follower updates their own policy based on the commitment. This update can
be considered as anticipation to reach an adequate joint policy faster. We hypothesise that action communication can
coordinate avoiding joint-actions that are bad for both players.

We stress that limiting agents to a single stationary policy under both roles is necessarily a measure to induce cooperation.
By enforcing agents to lead and follow with the same policy, we limit the level of exploitation. This is because any
policy update towards an unfavourable joint policy for the opponent will have to be used when committing. This enables
said opponent to counter this policy, thus bringing the joint policy back towards a suitable middle ground. This will
be specifically useful in games without Nash equilibria, where stable solutions need not exist. We hypothesise that
alternating commitment may help them converge to a better joint policy.

We introduce the complete communication protocol in Algorithm 2. Agents first perform the initialisation step as in the
original actor-critic setting shown in Algorithm 1, with the difference that now a joint action Q-table is defined in line 3.
This makes agents following this protocol related to work on joint-action learners [5].

In line 9, the leader samples their next action and communicates it to the follower. From line 11 to 13, the follower
updates their own policy by selecting the applicable Q-values from their joint-action Q-table. After this, both agents
play their selected actions and perform a regular actor-critic update to account for the new payoff observations. Note
that because we assume agents are looking to cooperate, we allow actions to be completely observable. This ensures
that agents can always update the correct joint-action in their Q-table.

Agent 1 Agent 2

I will play action 1
Select column 1 Update the parameters 

using the selected Q-values

Figure 1: The cooperative action communication protocol. Here, the leader commits to playing an action, after which
the follower updates their own policy.

7
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Algorithm 2 Cooperative action communication

1: Input: learning rates αQ and αθ
2: for each player do
3: For each action a ∈ A, opponent action a′ ∈ A′ and with d ≥ 2 objectives, initialiseQ(a, a′)← 0

4: Initialise θ = 0 and π(a = ai|θ) = eθi∑|A|
j=1 e

θj

5: end for
6: for each episode do
7: for each player do
8: if player is the leader then
9: Generate a new message m by sampling from the policy m = a ∼ π(a|θ)

10: else
11: Observe message m
12: calculate objective function: J(θ) = u

(∑
a∈A π(a|θ)Q(a,m)

)
13: Update policy parameters: θ ← θ + αθ∇J(θ)
14: end if
15: end for
16: for each player do
17: if player is the leader then
18: Play action a = m
19: else
20: Play action a ∼ π(a|θ)
21: end if
22: end for
23: for each player do
24: Observe payoff vector p ∈ Rd and opponent action a′
25: Q(a, a′)← Q(a, a′) + αQ [p−Q(a, a′)]
26: calculate objective function: J(θ) = u

(∑
a∈A π(a|θ)Q(a, a′)

)
27: Update policy parameters: θ ← θ + αθ∇J(θ)
28: end for
29: end for

We show an example scenario in Figure 1. Assume agent 1 is the leader and commits to playing action 1. Agent 2
observes this and selects the correct column of Q-values. These values are then used to update their policy after which
the agent can sample an action from their updated policy.

3.3 Self-interested Action Communication

The self-interested action communication protocol allows agents to learn a non-stationary policy conditioned on their
current role, which switches with each play of the game, and perceived communication. This means that when leading,
agents use a communication policy and select their preferred action to commit to. While following, agents learn a best
response policy to each message that can be received. This implies that both players will learn a, possibly distinct,
leadership equilibrium. Furthermore, as commitment is alternated, we expect agents to cycle through their LE. We
note that in single-objective games, it would suffice to learn the optimal counter action to any committed action from
the leader. However, in multi-objective games it is well known that a stochastic policy can outperform deterministic
policies [33].

We show the protocol in Algorithm 3. Note that we adopt the notation of a single non-stationary policy that is
conditioned on the current role and observation. The practical implementation separates this into a leader policy and a
collection of follower policies, which is conceptually equivalent.

The communication section of the algorithm is contained between lines 7 and 14. As the leader receives no communica-
tion, they set their observation to None in line 9 and generate a new message from their current policy in line 10. The
follower subsequently receives this message and stores it as an observation in line 12. The episode continues with the
leader playing their committed action and the follower using the message to sample a best-response in line 19. The
episode concludes by updating the Q-table and policy parameters. Note that because agents are self-interested, we
assume that they do not share what action they selected in line 23. This only makes a difference for the leader, as the
follower already observed the commitment from the leader.

8
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Algorithm 3 Self-interested action communication

1: Input: learning rates αQ and αθ
2: for each player do
3: For each observation o ∈ O = A

⋃
{None}, action a ∈ A and with d ≥ 2 objectives, initialiseQ(o, a)← 0

4: Initialise θ = 0 and π(a = ai|r, o,θ) = eθr,o,i∑|O|
j=1 e

θr,o,j
with role r and observation o

5: end for
6: for each episode do
7: for each player do
8: if player is the leader then
9: Observation o = None

10: Generate a new message m = a ∼ π(a|leader, o,θ)
11: else
12: Observe the message o = m
13: end if
14: end for
15: for each player do
16: if player is the leader then
17: Play action a = m
18: else
19: Play action a ∼ π(a|follower, o,θ)
20: end if
21: end for
22: for each player do
23: Observe payoff vector p ∈ Rd
24: Q(o, a)← Q(o, a) + αQ [p−Q(o, a)]
25: calculate objective function: J(θ) = u

(∑
a∈A π(a|r, o,θ)Q(o, a)

)
26: Update policy parameters: θr,o ← θr,o + αθ∇r,oJ(θ)
27: end for
28: end for

Consider the example scenario in Figure 2. The leader commits to action 1 by sampling from their (non-stationary)
policy. The follower observes this and selects the best response policy to action 1. After this, the follower would
sample from their policy, i.e. a ∼ π(a|follower, 1,θ), analogous to how the leader selected their action. The episode
continues by each agent playing their selected action and updating their policy.

Select a response policy

and sample from it

Agent 1 Agent 2

I will play action 1
Sample an action as leader

Agent 2

Figure 2: The self-interested action communication protocol. The leader commits to an action by sampling from their
non-stationary policy. The follower then selects the best-response policy to action 1.

3.4 Cooperative Policy Communication

Cooperative policy communication is a cooperative protocol similar to the protocol described in Section 3.2. While
agents are still optimising a single joint policy, the leader now commits to their entire policy rather than to their preferred
action. The advantage of communicating policies, rather than the next action, is that followers can better gauge the
current preferences of the leader. The advantage for the leader is that they need not share the exact action that will be
played which might be exploited by the follower. We show the protocol in Algorithm 4.

The leader communicates their current policy in line 10. The follower responds analogous to Algorithm 2 by marginal-
ising over the joint-action Q-table table to derive the expected Q-values. These Q-values are used to calculate the
objective function in line 14. After updating the policy, the episode continues regularly. Note that in order for the leader
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Algorithm 4 Policy communication actor-critic

1: Input: learning rates αQ and αθ
2: for each player do
3: For each action a ∈ A, opponent action a′ ∈ A′ and with d ≥ 2 objectives, initialiseQ(a, a′)← 0

4: Initialise θ = 0 and π(a = ai|θ) = eθi∑|A|
j=1 e

θj

5: Initialise an opponent policy: π′(a′) = 1
|A′|

6: end for
7: for each episode do
8: for each player do
9: if player is the leader then

10: Select the current policy π(a = ai|θ) as the message m
11: else
12: Observe message m
13: Update latest opponent policy π′ = m
14: calculate objective function: J(θ) = u

(∑
a∈A π(a|θ)

∑
a′∈A′ π′(a′)Q(a, a′)

)
15: Update policy parameters: θ ← θ + αθ∇J(θ)
16: end if
17: end for
18: for each player do
19: Play action a ∼ π(a|θ)
20: end for
21: for each player do
22: Observe payoff vector p ∈ Rd and opponent action a′
23: Q(a, a′)← Q(a, a′) + αQ [p−Q(a, a′)]
24: calculate objective function: J(θ) = u

(∑
a∈A π(a|θ)

∑
a′∈A′ π′(a′)Q(a, a′)

)
25: Update policy parameters: θ ← θ + αθ∇J(θ)
26: end for
27: end for

to also update their policy using joint-action Q-values, both agents record the latest opponent policy. This is then used
to marginalise over Q-values when leading (see line 5 and 24).

Consider again an example scenario in Figure 3. Assume the leader communicates their current policy π. The follower
uses this policy to derive expected Q-values for their actions. Given these expected Q-values, they perform an update of
their parameters to obtain a better policy.

Agent 1 Agent 2

My current policy is 

Use  to marginalise

 over joint action values

Update the parameters

using the marginalised Q-values

Figure 3: An illustration of the cooperative policy communication protocol.

We note that, in contrast to the setting with cooperative action communication, the policy communication approach
cannot easily be adjusted for self-interested dynamics. The reason is that self-interested dynamics force followers to
learn a best-response policy to every distinct message. When communicating policies this is impossible as policies are
by definition a collection of continuous preferences over actions. We discuss solutions to this problem as a direction for
future work in Section 6.

3.5 A Hierarchical Approach to Communication

The final communication protocol proposes a second layer in the decision making process. Rather than forcing the
leading agent to commit to certain preferences, agents learn when to communicate as well as what to communicate.
We accomplish this by introducing a hierarchy in the policies of the agents. Agents learn an upper-level policy that
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determines whether they will communicate when leading. The lower layer has two protocols, a no communication
protocol and a communication protocol. Naturally, the no communication protocol is followed when the upper-layer
decides not to communicate and the communication protocol is used otherwise. The goal of this approach is to study
what dynamics lead agents to benefit from communication.

Algorithm 5 Hierarchical communication actor-critic

1: Input: learning rates αQ and αθ
2: for each player do
3: Initialise low-level protocols P : A no-communication and a communication protocol
4: For each protocol p ∈ P and with d ≥ 2 objectives, initialiseQ(p)← 0

5: Initialise θ = 0 and a top-level communication policy π(p = pi|θ) = eθi∑2
j=1 e

θj

6: end for
7: for each episode do
8: for each player do
9: if player is the leader then

10: Select the low-level protocol using the top-level policy: p ∼ π(p|θ)
11: Select a message m from p
12: else
13: Observe message m
14: end if
15: end for
16: for each player do
17: Play action a from same protocol p given m
18: end for
19: for each player do
20: Observe payoff vector p ∈ Rd and opponent action a′
21: Q(p)← Q(p) + αQ [p−Q(p)]

22: calculate objective function: J(θ) = u
(∑2

p π(p|θ)Q(p)
)

23: Update policy parameters: θ ← θ + αθ∇J(θ)
24: Update protocol p used in this episode
25: end for
26: end for

We contribute a pseudo-code implementation in Algorithm 5. Agents first initialise the lower level protocols in line 3
and define the top level policy in line 5. The leader selects which protocol to use in line 10, after which a new message
is generated. We note that if the no communication policy is chosen, the generated message will always be None. In
line 17, both players play an action according to the protocol that was selected by the leader. The episode concludes
by observing the payoff and updating the Q-values and top-level policy, as well as cascading an update to the lower
level protocol in line 24. We design this setting so that each communication protocol described in previous sections
can be used in the second layer. Note that selecting a specific protocol thus also implies whether agents will aim for
cooperation or behave self-interested.

We add a final example scenario for the decision process of the leader in Figure 4. The leader first uses their top-level
policy to determine whether to communicate or not. Next, they select the correct protocol from the lower layer and
either prepare a message or refuse to communicate by sending None.

Leader

Determine which 

protocol  to use


 or 

Sample a message  

from protocol 

Figure 4: A hierarchical approach to communication in which the leader decides to communicate or not.
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4 Experimental Setup and Results

To evaluate the proposed communication protocols, we perform experiments on a set of five benchmark games from the
MONFG literature [26, 27, 38]. We include two types of games: one where no NE under SER with the given utility
functions exists and one where at least one pure strategy NE exists. We show in the discussion of our results that the
presence of NE is a relevant factor for the learned policies of agents.

In each game, the agents get the same payoff vectors p = (p1, p2), but value these payoffs differently, due to having
different utility functions. This is known as the team reward, individual utility setting [25]. The utility function for
agent 1 (the row player) is:

u1(p1, p2) = p21 + p22 (8)

The intuition behind this utility function is an agent that values extremes on either objective higher than an average
return on both. Agent 2 (the column player) values moderate payoffs in both objectives over high payoffs in only one
objective and uses the following utility function:

u2(p1, p2) = p1 · p2 (9)

We show the two games without NE in Tables 5 and 6. The games with NE, given the above utility functions, are shown
in Tables 7, 8 and 9. The highlighted cells represent the pure strategy Nash equilibria. Note that Game 4 and 5 are
slightly different from previous work to allow for pure strategy Nash equilibria rather than ε-Nash equilibria.

L M R
L (4, 0); (4, 0) (3, 1); (3, 1) (2, 2); (2, 2)
M (3, 1); (3, 1) (2, 2); (2, 2) (1, 3); (1, 3)
R (2, 2); (2, 2) (1, 3); (1, 3) (0, 4); (0, 4)

Table 5: Game 1 - The (im)balancing act game. This game has no NE under SER.

L R
L (4, 0); (4, 0) (2, 2); (2, 2)
R (2, 2); (2, 2) (0, 4); (0, 4)

Table 6: Game 2 - The (im)balancing act game without M. This game has no NE under SER.

L M
L (4, 0); (4, 0) (3, 1); (3, 1)
M (3, 1); (3, 1) (2, 2); (2, 2)

Table 7: Game 3 - The (im)balancing act game without R. This game has one pure NE under SER, (L, M), with a utility
of 10 for agent 1 and 3 for agent 2.

L M
L (4, 1); (4, 1) (1, 1.5); (1, 1.5)
M (3, 1); (3, 1) (3, 2), (3, 2)

Table 8: Game 4 - A 2-action game with pure NE under SER. (L, L) has a utility of 17 and 4, while (M, M) has a utility
of 13 and 6.

L M R
L (4, 1); (4, 1) (1, 1.5); (1, 1.5) (2, 1); (2, 1)
M (3, 1); (3, 1) (3, 2); (3, 2) (1, 2); (1, 2)
R (1, 2); (1, 2) (2, 1.5); (2, 1.5) (1.5, 3); (1.5, 3)

Table 9: Game 5 - A 3-action game with three pure NE under SER. (L, L) with utilities of 17 and 4, (M, M) with
utilities of 13 and 6 and (R, R) with utilities of 11.25 and 4.5. Note that the utility for (R, R) is lower than that of (M,
M) for both agents.

During experiments, we log the SER and action probabilities of both agents. In addition, we record the joint-action
probabilities from the last 10% of episodes, to examine the joint policies agents converge to. In experiments where agents
are free to learn when to communicate, we also include their communication probabilities to analyse communication
policies over time.

Each experiment is executed for 5000 plays of the game and averaged over 100 trials. We include a period of 100
rollouts of the same play using Monte-Carlo simulation to measure the SER, action selection and communication
probabilities at each timestep. For all figures in the forced communication experiments, we use learning rates of 0.01.
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Note that in the figures for the SER, we only show the first 2500 episodes for games without NE as at this point the
SER had already converged.

4.1 No communication

We first show the results for agents without the use of communication. The goal of these experiments is to define a
baseline performance to later compare other experiments against.
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Figure 5: The scalarised expected returns for both agents when learning without the use of communication.

Figure 5 shows that agents reach a stable utility with low standard deviation in each game. These results are confirmed
through previous work by Rădulescu et al. [26] and persist when repeating the experiments with a higher learning rate.
In games with NE, this implies that independent learners learn the NE. Observe from Figure 8 that this is indeed the
case as the NE are played with a considerably higher probability than other joint-actions.

In games without NE, it is impossible for agents to converge on a stable strategy as there always is an incentive to
deviate. We observe, however, that agents still reach a stable utility. We find that agents show cyclic behaviour, which
averages out over different runs. Specifically, at each timestep at least one agent has an incentive to deviate from their
current strategy. However, when an agent deviates from the joint strategy, this provides an incentive for their opponent
to also deviate to “counter” this shift. This pattern maintains for several episodes until agents cycle back to their original
policies. Similar results have also been found in single-objective games. Best-response iteration algorithms are known
to show cyclic behaviour [1], while gradient ascent is not guaranteed to converge to an NE but average rewards do [29].

These conclusions are also supported when considering the action probabilities of both players in Figures 6 and 7. First,
in games without NE we see that standard deviations around action probabilities are high. This is because no stable
joint strategy exists, so that learning trajectories for strategies can vary across runs. In Game 3, which has a unique
NE, agents converge to this. The standard deviation around agent 1 can be attributed to the limitations of independent
learning. Specifically, in several runs agent 1 did not learn the full Q-value of L and got stuck in a suboptimal policy of
playing R. In Game 4 and 5, multiple NE exist. As we repeat the experiment for multiple runs, agents converge on
different NE which explains the standard deviation.

Lastly, Figure 8 shows what joint strategies are played after agents have converged. In the games without NE, we
see that (R, L) and (L, R) are played most often. As mentioned before, agents go through cycles of policy updates
that lead back to these policies. Because the average utility of these joint-strategies converges, we consider them
compromise joint-policies given the independent learners. We expect such compromise joint-policies to be impossible
with self-interested action communication, as any communication can be fully exploited.
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(e) Game 5

Figure 6: The action probabilities for agent 1 when learning without the use of communication.
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Figure 7: The action probabilities for agent 2 when learning without the use of communication.

In general, we observe that in games with NE agents converge to them. In Game 3, agents converge on the unique NE.
We observe, however, the same conclusion as from Figure 6, namely that agent 1 can in some cases get stuck playing R.

In Game 4, agents mostly converge to the preferred NE of player 2. We attribute this to two factors. First, it appears
harder to learn an NE with unbalanced payoffs. We hypothesise that in earlier episodes balanced payoffs seem more
attractive as both objectives contribute to the utility. It is only once agents learn the unbalanced payoff to an adequate
degree that its utility outperforms that of a balanced payoff. This is an important nuance in multi-objective games
which does not exist for single-objective games. The second factor we identify is due to the utility functions and
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Figure 8: The empirical joint-action distributions in the last 10% of episodes when learning without the use of
communication.

starting policies for the agents. With independent learning, agents learn the (vectorial) Q-values for their actions.
In earlier episodes, both players employ an (approximately) uniform distribution over the actions. The result for
player 1 is that the Q-value for M dominates L, making M their optimal policy. When player 1 plays a uniform
distribution, the best-response for player 2 is to keep playing a uniform distribution. As such, the only way for agent 1
to converge to an equilibrium is to play M which induces (M, M). We expect the equilibrium of (L, L) to be played more
frequently when introducing cooperative communication which allows for additional coordination or self-interested
action communication where players have the opportunity to learn which equilibrium they prefer.

The same results are present for Game 5. Note however that (L, L) is played more frequently than in Game 4. We can
attribute the higher convergence to (L, L) compared to Game 4 by considering the two previous factors. Observe that
while the first factor still holds, i.e. imbalanced NE are harder to learn, the second does not. Specifically, player 2 now
has an incentive to play L whenever player 1 assumes a uniform strategy. This explains why convergence to (L, L)
is higher compared to Game 4, but not at the same level as (M, M). We note that while (R, R) is generally avoided
here, in experiments with a higher learning rate agents increasingly converge on (R, R) due to fewer opportunities for
exploration.

4.2 Cooperative Action Communication

Cooperative action communication drives agents to cooperate by optimising for a single joint policy. This is done by
letting the leader commit to their next action. The follower uses this commitment to update their policy in advance.
Note that given the individual utility functions, the game itself is non-cooperative. The setting is made cooperative by
enforcing the proposed protocol which ensures the optimisation of a single joint policy.
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Figure 9: The SER for both agents when learning with cooperative action communication.
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We first discuss the results for the SER in Figure 9. In the games without NE, we see that there is less divergence from
the final stable utility, compared to experiments without communication. Specifically, the “bump" where agents are
exploring different strategies is flatter. When no NE exist, committing to an action can always be exploited by the
follower. This quickly teaches both agents that deviating from the middle ground strategies (R, L) or (L, R) can never
work.

In the games with NE, we observe that it provides a moderate increase in learning speed. Concretely, the steeper
learning curve shows that agents converge to the final strategies faster. Since the follower updates their policy with
regards to the commitment from the leader, this can move them to discover and converge to the NE faster. We highlight
that this increase in learning speed is distinct from simply raising the learning rate for independent learners as this can
result in more frequent convergence to dominated Nash equilibria.
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Figure 10: The empirical joint-action distributions in the last 10% of episodes when learning with cooperative action
communication.

Lastly, we consider the joint-action distribution in Figure 10. In games without NE, we observe little difference from
strategies learned without communication. The joint strategies (R, L) and (L, R) are still preferred.

In games with NE, we observe similar results as in Section 4.1. An interesting difference however is that in Game 4,
players converge on (L, L) more often. We hypothesise this is due to players coordinating their policies better. Player
2 specifically can use a commitment of L by player 1 to move their policy closer to L as well, thus increasing the
likelihood of converging to (L, L). We note however that the imbalanced NE is still less likely to be played than the
balanced NE.

We omit the figures for the action selection probabilities from this discussion as they are highly similar to Figure 5 from
the experiments without communication.

4.3 Self-Interested Action Communication

With self-interested action communication, agents learn a non-stationary policy that is conditioned on their current role
and perceived communication. Note that we use distinct learning rates when leading (αQ and αθ = 0.01) or following
(αQ and αθ = 0.05). The following learning rate is higher as multiple best-response policies need to be learned in the
same time-span as one leading policy. We show the results for the SER in Figure 11.

Observe that several plots exhibit oscillating SER. In games without NE this is less pronounced and average utility
over different runs is relatively stable. This is because player 2 will always be able to force an expected return of
(2, 2). The SER is not completely stable as agents continue updating their (best-response) strategies thus leading
to slightly different results when leading and following. We note that while these games do not have an NE, agents
using self-interested communication learn to cycle through leadership equilibria which is itself a stable solution (see
Definition 5). Concretely, both agents commit to their least exploitable action when leading and play a best-response
when following.

In Game 3, there is a unique Nash equilibrium. However, we observe that the utility oscillates here as well. Upon
further analysis, there are runs where player 1 does not learn their true best-response against a commitment of M by
player 2. Similar to results in Sections 4.1 and 4.2, we attribute this to unbalanced payoffs being harder to learn than
balanced payoffs which can steer players to suboptimal strategies.

In Game 4 and 5, we see that agents learn to cycle through Nash equilibria. Concretely, whenever a player is the
leader, they will commit to a strategy which is part of their preferred NE. Because players alternate between leader
and follower, the utility also cycles between the two equilibria. This introduces the follow up question of whether this
cycle is a cyclic Nash equilibrium. First, we note that cycling through leadership equilibria is not necessarily a CNE as
defined in Definition 4. However, it is straightforward to calculate that cycling through (L, L) and (M, M) is indeed a
CNE. We believe this is the first time this solution concept has emerged in the context of MONFGs and suggests new
possibilities for future work.
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Figure 11: The SER for both agents when learning with self-interested action communication.

The action probabilities show further evidence for the cycling through a set of stationary policies. Observe in Figure
12 the “thick” lines. These are the action probabilities oscillating, as they are conditioned on the current role and
observation. Note that we omit the action probabilities for player 2 as they show a similar pattern.
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Figure 12: The action probabilities for agent 1 when learning with self-interested action communication.

Lastly, Figure 13 shows the converged joint strategies. We highlight here the effects of self-interested communication
on games without NE. Contrary to earlier experiments, agents do not primarily converge on (R, L) or (L, R). This is
because every strategy may be exploited, leaving players to learn different strategies in each trial. Note however that the
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joint-actions which are most often played return the most balanced or least balanced payoffs. Such payoffs present the
highest possible gain for an agent from a suboptimal best-response by their opponent.

In games with NE, specifically Game 4, we see an increase for the NE (L, L). Again, this is because players are free to
optimise a non-stationary policy. We stress that here too the proportion between (L, L) and (M, M) is still not balanced,
pointing to the inherent difficulty of learning an NE with imbalanced payoffs. Lastly, in Game 5 we see an uptick
in convergence to the dominated NE. A possible explanation is that because players can learn to cycle through two
leadership equilibria, the probability of learning the dominated equilibrium as one of them is approximately doubled.

L M R

L
M

R

0.12 0.063 0.18

0.073 0.11 0.053

0.21 0.057 0.14

(a) Game 1

L R

L
R

0.22 0.27

0.29 0.22

(b) Game 2

L M

L
M

0.0066 0.84

0.015 0.14

(c) Game 3

L M

L
M

0.17 0.0006

0.00064 0.83

(d) Game 4

L M R

L
M

R

0.19 0.00036 0.00025

0.0016 0.69 0.00028

9.3e-05 0.00044 0.12

(e) Game 5

Figure 13: The empirical joint-action distributions in the last 10% of episodes when learning with self-interested action
communication.

4.4 Cooperative Policy Communication

The last experiments where communication is compulsory requires agents to optimise a single joint policy by communi-
cating their current preferences over the actions. This approach is similar to the cooperative action protocol discussed in
Section 4.2, with the distinction that now entire policies are communicated. Because of this resemblance, we expect to
see similar results as well.
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Figure 14: The SER for both agents when learning with cooperative policy communication.

We show the SER in Figure 14. The results are analogous to those from cooperative action communication (see Sec. 4.2).
To summarise, in games without NE, cooperative communication decreases the level of divergence from the stable
utility. In games with NE, it results in a steeper learning curve. We omit the action probabilities as they are again
analogous to figures from cooperative action communication and no communication (see Sec. 4.2 and Sec. 4.1).

Lastly, we show the converged joint strategy distribution in Figure 15. Overall, these results are analogous to the results
from cooperative action communication. Game 4 however shows one difference with the NE of (L, L) being played at
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Figure 15: The empirical joint-action distributions in the last 10% of episodes when learning with cooperative policy
communication.

the same rate as without communication, while cooperative action communication had previously raised it. We attribute
this to the reduced possibility for coordination to specific joint-actions. When committing to an action, this is much
easier than when committing to policies. Depending on the exact scenario that is played, this could be a drawback or
benefit and thus suggests the need for careful consideration. We expect additional differences between action and policy
communication to surface when considering different types of games. For example, when considering a zero-sum game
such as Rock Paper Scissors, it might be better to communicate policies rather than the next action as every individual
action can be exploited by the opponent. In other cases, communicating the next action is better to avoid actions which
are unacceptable for both players.

4.5 Hierarchical Communication

As described in Section 3.5, we also explore a protocol in which agents concurrently learn when to communicate as
well as what to communicate. This setting provides additional insight into the benefit of communication compared to
independent learning and the applicability of different communication protocols. We design a two-layer protocol that
contains both an independent learning protocol and a communication protocol in the bottom layer. The upper layer
decides on when to communicate and thus which protocol to use.

We conduct three additional experiments so that each of the previous communication protocols is used once as the
lower level communication protocol. We include in each experiment a figure of the communication probabilities for
both agents over time. Important to note is that while we keep the learning rate for the top-level policy at 0.01 as in
other experiments, we use a higher learning rate of 0.05 for all lower level protocols. We keep the top-level learning
rate low to ensure that enough consideration is given to both communicating and not communicating. The low-level
learning rate is relatively higher so that the advantages of using one protocol over the other is maximally exploited. For
the figures in games without Nash equilibria we only show the results for the first 1000 episodes. In games with Nash
equilibria, this cutoff point is at 1500 episodes. We do this as at this point agents had already converged and it allows
for a clearer view of the learning dynamics.

4.5.1 Hierarchical Cooperative Action Communication

We show the SER over time in Figure 16. The first pattern we identify is that outcomes from the same protocol with
obligated communication (Sec. 4.2) do not necessarily translate to the hierarchical communication setting. Specifically,
we find that hierarchical communication allows players to learn cyclic policies. We observe this pattern most clearly
in games with multiple NE. Here, agents cycle through playing their preferred equilibria similar to results from
self-interested action communication (Sec. 4.3). Upon further analysis, we find that players use the additional layer
to coordinate this cycle. Specifically, one agent learns to always communicate and play one equilibrium. The other
agent learns to never communicate and play the second equilibrium. We thus conclude that leaving agents to learn
non-stationary policies, conditioned on being the leader or not, can give rise to CNE in multi-objective games as defined
in Section 2.3.

We stress that although non-stationary policies are a rational outcome for Game 4 and 5, this is not what is consistently
learned. From the data we often see that agents often only employ one protocol. This occurs when one Nash equilibrium
is found with a particular lower level protocol, thus increasing the likelihood of this protocol being used again in the
future.

These patterns can also be found in the communication strategies shown in Figures 17 and 18. In Games 4 and 5, there
is an average communication rate of around 50%, but with a high standard deviation. As stated earlier, sometimes
communication is used to cycle between NE. In other cases, agents learn a Nash equilibrium while following one
protocol and adapt their communication strategy to always follow the successful protocol and avoid the other. This
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Figure 16: The SER for both agents when learning with hierarchical cooperative action communication.

results in different communication strategies being learned in different runs of the experiment, thus explaining the high
standard deviation.

In games without Nash equilibria, i.e. Game 1 and 2, the standard deviation around the communication probabilities is
lower than in games with NE. Both agents learn to communicate approximately 50% of the time. We attribute this
to the underlying communication protocol and the actor-critic implementation. Firstly, recall from Section 4.2 that
players learned the same strategies when employing cooperative action communication as without communication.
Therefore, the utility from both protocols will be similar as long as both protocols are learned to a sufficient degree.
This ensures that the gradient for the communication strategy is (approximately) zero and thus results in the observed
stable communication strategies.

We note that this gradient dynamic results in higher randomisation in the communication strategies when executing the
experiments with a lower learning rate in the low-level. Concretely, because the communication strategy is learning with
the same rate as the lower level protocols, the communication strategy simply follows whichever protocol is preferred in
the earlier episodes. This highlights an important link between the speed with which to learn a communication strategy
and the speed with which to learn to play the game itself. Agents require a solid understanding of how to play optimally
using the lower level protocols, before learning a definitive communication strategy.

While the proposed algorithm is not always able to learn the optimal (cyclical) policies, this does not imply that
communication presents no benefit to agents. In fact, a learning algorithm capable of discovering the optimal cyclical
policy in games with multiple NE would lead at least one agent to favour explicit communication. Furthermore, in
games with larger action and state spaces, independent learning without any additional method becomes slow and in
some cases even infeasible. In such settings, communicating one’s preferences might lead to substantial speed ups in
convergence times. We discuss studying this as a direction for future work in Section 6.

4.5.2 Hierarchical Self-Interested Action Communication

In the hierarchical self-interested communication experiments, we employ the self-interested communication protocol
shown in Algorithm 3 as the lower level communication policy. We generally observe the same results as in Section 4.3
with forced communication. Specifically, from Figure 19 we see that cyclic policies and cyclic equilibria are again
present. This is clear from the SER continuously going up and down, depending on the leader of the episode.

We also show the empirical state distribution for the last 10% of episodes in Figure 20. An important difference with
results from Section 4.3 is that agents now converge on (L, R) and (R, L) again in the games without NE. This allows us
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Figure 17: The communication probabilities for agent 1 when learning with hierarchical cooperative action communica-
tion.
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Figure 18: The communication probabilities for agent 2 when learning with hierarchical cooperative action communica-
tion.

to conclude that the introduction of hierarchical communication enables agents to more accurately coordinate their joint
policies.

This result is also reflected in Figures 21 and 22. In the games without NE, agents consistently employ communication,
shown by the smaller standard deviation around the communication probabilities. In addition, there appears an upwards
trend for player 1 in their communication probabilities and a downwards trend for player 2. When executing for more
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Figure 19: The SER for both agents when learning with hierarchical self-interested action communication.

L M R

L
M

R

0.044 0.027 0.35

0.039 0.13 0.054

0.29 0.036 0.037

(a) Game 1

L R

L
R

0.066 0.43

0.44 0.067

(b) Game 2

L M

L
M

0.0025 0.75

0.014 0.24

(c) Game 3

L M

L
M

0.2 0.00099

0.00088 0.8

(d) Game 4

L M R

L
M

R

0.24 0.00069 0.00058

0.00063 0.64 0.00039

0.00021 0.00044 0.12

(e) Game 5

Figure 20: The empirical joint-action distributions in the last 10% of episodes when learning with hierarchical
self-interested action communication.

episodes, we observe that this trend continues and converges at around 80% communication for player 1 and 20%
communication for player 2. The most likely cause is that in earlier episodes player 1 benefits from a suboptimal
best-response by player 2, while player 2 already reaches their globally optimal payoff of (2, 2) without communication.
As such, communication only risks a suboptimal payoff for player 2. The top-level communication policy converges
when all lower-level policies have converged to an expected payoff (2, 2) as gradients become (approximately) zero.

In games with NE, we see largely the same result as in the experiments with hierarchical cooperative action communi-
cation. Namely, communication can enable players to coordinate a CNE or players learn to either always communicate
or never communicate in any given trial. These outcomes lead us to believe that communication can be useful in
both cooperative, as well as self-interested settings. This phenomenon was only recently remarked in single-objective
multi-agent settings as well [16].

Lastly, we note that similar to previous hierarchical experiments, there is increased standard deviation in the communi-
cation strategies when lowering the low-level learning rates. We attribute this again to insufficient exploration of the
low-level protocols, leading the communication strategy to follow the protocol that performs best in earlier episodes.

4.5.3 Hierarchical Cooperative Policy Communication

The last setting that we study places the agents in a cooperative setting with hierarchical policy communication. In
Figure 23 we show the SER over time for both agents. The results are similar to the figures from hierarchical cooperative
action communication setting (Sec. 4.5.1). We observe that enabling agents to learn non-stationary policies facilitates
cyclic behaviour and cyclic equilibria. Recall further that using communication resulted in a more stable utility across
the entire learning process in Section 4.4, which is also observed here.
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Figure 21: The communication probabilities for agent 1 when learning with hierarchical self-interested action commu-
nication.
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Figure 22: The communication probabilities for agent 2 when learning with hierarchical self-interested action commu-
nication.

In Figures 24 and 25 we show the communication probabilities for both agents. These figures show similar patterns to
the ones observed in other experiments with hierarchical communication. Specifically, agents in games without NE
learn to communicate at least part of the time. Because both low-level protocols learn strategies that result in the same
utility, the communication strategy does not strictly prefer either protocol. In games with NE, communication can be
used to learn CNE where agents cycle through their preferred equilibria. However, as in the previous experiments
with hierarchical communication, it is clear that agents have a harder time learning to use it to their advantage and
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Figure 23: The SER for both agents when learning with hierarchical cooperative policy communication.
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(d) Game 4
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(e) Game 5

Figure 24: The communication probabilities for agent 1 when learning with hierarchical cooperative policy communica-
tion.

often converge on exclusively utilising one protocol. Lastly, as also mentioned in the previous sections on hierarchical
experiments, lower learning rates in the low-level protocols results in increased randomisation in the communication
strategies.
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Figure 25: The communication probabilities for agent 2 when learning with hierarchical cooperative policy communica-
tion.

4.6 Summary

In this section, we presented the empirical results for our communication protocols in a set of benchmark games. It is
clear that different behaviour emerges depending on the exact communication protocol that is assumed. In addition, we
find that the specific game that is played also introduces subtleties in the results. To help clarify this complexity, we
present a concise summary of the key findings in Table 10.

Experiment Summary
No communication (Sec. 4.1) Agents can reach a Nash equilibrium or stable utility after a

learning period.
Cooperative action (Sec. 4.2) Speeds up learning and ensures less divergence from compromise

strategies.
Self-interested action (Sec. 4.3) Agents learn a non-stationary policy that cycles through leadership

equilibria. In some cases, these cycles are cyclic Nash equilibria.
Cooperative policy (Sec. 4.4) Similar results to cooperative action communication. A benefit is

that there is no need to commit to the exact next action. A drawback
is less precise coordination to avoid joint-actions which are poor for
both agents.

Hierarchical communication (Sec. 4.5) Communication emerges in games without NE when players
sufficiently explore the low-level protocols. In games with NE,
players learn non-stationary policies or exclusively follow the
protocol that performs best in the earlier episodes.

Cooperative action (Sec. 4.5.1) Cyclic Nash equilibria can now also occur with cooperative
communication.

Self-interested action (Sec. 4.5.2) Communication naturally emerges in our self-interested settings.
We observed similar results to forced communication, with
additional coordination when NE do not exist.

Cooperative policy (Sec. 4.5.3) Similar results to hierarchical cooperative action communication.
Table 10: A summary of the empirical findings. Note that all rows under the italicised hierarchical communication
assume the mentioned experiment as the low-level communication protocol.
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5 Related Work

Multi-objective multi-agent systems and MONFGs in particular have been considered in a broader context. Below, we
provide a non-exhaustive overview of relevant related work. For an in-depth survey on the current state of the art in
multi-objective multi-agent systems we refer the interested reader to [25].

Multi-objective normal-form games, also referred to as multi-criteria games, first surfaced in the prominent work by
[2]. Early work on these games focused mostly on analysing relevant solution concepts such as the Pareto equilibrium
[3, 28] and ideal equilibria [37]. Such equilibria remain relevant in more recent work [8] and are often defined on an
expected payoff vector basis. This method closely relates to the SER criterion in the utility-based approach, where
expected payoff vectors are considered as well. However, the introduction of utility functions allows for solution
concepts that take into account the actual utility agents obtain from these vectors and thus are less limited than ones
defined with a purely agnostic approach.

Another prevalent method was to assume only linear utility functions, which allows the vector-valued payoffs to be
scalarised a priori [6, 28]. Note that here too, this approach corresponds to a criterion from the utility-based approach.
Specifically, it corresponds to ESR as the scalarisation occurs before taking the expectation. This implies that the
approaches of scalarising a priori or expected payoff vectors are not always unifiable. Indeed, when the utility functions
of the players are non-linear, solution concepts defined on expected payoff vectors such as with mixed strategy Pareto
Nash equilibria are not equivalent to scalarising the game a priori and considering equilibria in the resulting game.

More recently, the utility-based approach proposed by [20, 21] is being applied with more success as the distinction
between the SER and ESR criterion has been made explicit. Given this distinction, [26] show that these criteria are not
generally equivalent and under SER no NE need necessarily exist. Later work managed to prove the existence of an NE
when assuming only quasiconcave utility functions [24]. Furthermore, this work has proven several novel properties on
the relation between SER and ESR for MONFGs that can be applied in future algorithms.

The problem of learning in MONFGs has also surfaced as an important open question. Work by [26] explores the
adaptations necessary to translate single-objective reinforcement learning algorithms to this setting. Specifically, a
Q-learning approach is designed to learn vectorial Q-values that can be used to maximise the utility of expected returns.
Later work by [38] studies this setting by using an actor-critic approach and further highlights the benefits opponent
modelling can present in these settings. Lastly, [27] studies opponent modelling with opponent awareness and shows
that it can drastically alter the learning dynamics in these games. Important to note is that while several ideas from the
traditional MARL literature are used in these works, dealing with the multi-objective nature of the proposed settings
often requires fundamental changes. In addition, although most work focuses on the deterministic and stateless setting
of MONFGs, attempts have been made to advance this to more complex games such as multi-objective stochastic games.
Notably, [13] proved that potential-based reward shaping does not alter the Pareto front in this setting and subsequently
studies the effect of such reward shaping.

In this work, we assume that utility functions are known and private to the agents throughout all settings. In the
real-world however, utility functions might not always be clearly defined. By taking inspiration from advances in utility
modelling and preference elicitation, some recent works have attempted to capture the underlying utility function of
human subjects to learn better policies [41]. This technique proved reliable and has been used in practice for aiding in
decision making with regards to traffic regulation.

While our work more heavily relies on related work from the multi-objective multi-agent literature, there is also a
history of Stackelberg games successfully being used in single-objective MARL. Such games in particular are one of
the most well known examples of game theory being applied in the real-world, notably being used in security settings
[19, 31]. There has also been work using multi-objective Stackelberg games, specifically to model the interactions
between a regulator and mining company [30]. Stackelberg games provide a suitable model for these types of situation
because regulators need to commit to their actions by default via public legislation. The multi-objective approach on
the other hand proved necessary as regulators have two conflicting objectives namely to minimise pollution while still
maximising tax-revenues.

Lastly, communication has been explored in cooperative MARL settings, showing its applicability and benefits [7, 18].
Learning to communicate between competitive (i.e. self-interested) agents on the other hand has long been regarded as
ineffective. Recent work however showed that under the right circumstances, communication can arise in competitive
two-player games when both agents benefit from it [16].

6 Conclusion and Future Work

This work considered the problem of learning in multi-objective normal-form games with non-linear utility functions.
This setting is notoriously difficult as Nash equilibria are not guaranteed to exist, which can lead to instability
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[26]. To increase coordination between agents, we introduced four novel preference communication protocols. This
communication entails agents committing to their preferred actions or policies. Our approaches cover both cooperative
as well as self-interested agents. We further contributed an approach where agents are required to learn when to
communicate.

In each setting, we assumed leader-follower dynamics inspired by Stackelberg games to model the communication.
These settings, together with a baseline of agents without communication, were subsequently evaluated on five MONFGs.
The results on our baseline show that agents in games without NE are able to obtain a stable utility. As no stable joint
policy exists, agents continuously go through cycles of policies which results in a stable utility over time. We note that
this cyclical behaviour is also known to occur when learning in single-objective games [1]. On the other hand, agents in
games with NE are able to consistently converge to these.

Our first contribution considered agents following a cooperative protocol with the aim of optimising for a single joint
policy. In every episode, the leader commits to playing an action sampled from their current policy. The follower
anticipates this action by updating their policy in the direction of a best response. Our findings showed that agents in
such settings get a boost in learning speed in games with NE and diverge less from the compromise strategy in games
without NE.

Next, in the self-interested setting agents were free to learn a non-stationary policy conditioned on their current role and
perceived communication. In practice, this means that agents learn a different policy while leading and a different best
response policy for each message that can be observed while following. In this setting, we observe for the first time the
occurence of cyclic policies and cyclic Nash equilibria in MONFGs.

Our third contribution again equipped agents with a cooperative protocol. This time, rather than simply committing
to the next action, the leader communicates their entire current policy. The follower uses the opponent policy to
marginalise over a joint-action Q-table in order to calculate expected Q-values. The expected Q-values are then used to
update their policy before action selection. In our experiments, we generally observed a boost in learning speed as was
the case with cooperative action communication.

Our final contribution introduced a hierarchical approach to communication with the goal of studying what dynamics lead
to the emergence of communication. In the top-level, each agent learns a policy that decides whether to communicate or
not. In the lower level, a no communication and communication protocol are learned. Which lower level protocol is
used in any given round gets decided by the top-level policy. We found that allowing agents to learn non-stationary
policies can give rise to cyclic equilibria, whether with cooperative or self-interested dynamics. In games without
NE, communication emerges when both protocols are sufficiently learned. In games with NE, agents can learn to
cycle through their preferred NE by alternating between protocols. In other cases, agents adapted their communication
strategy to exclusively follow the protocol that performed best in early episodes.

For future work, we propose several different directions. First of all, we aim to extend our set of benchmarks to
MONFGs with larger action spaces and including noisy reward signals. Additionally, we aim to design a self-interested
setting where agents share their entire policy. As stated earlier, this is not possible with our current approach, as
we would need to learn a best-response policy to each possible policy. This problem could potentially be solved by
using deep neural networks which have previously been applied with success in both multi-objective [15] as well as
multi-agent reinforcement learning [32].

The final direction that we wish to explore are conceptually more complex games such as multi-objective stochastic
games. By introducing stochasticity and statefulness, independent agents will struggle to learn optimal strategies [4]. In
such settings, communication can provide a benefit to increase coordination and arrive at better policies. Furthermore,
this setting has also been understudied from a theoretical standpoint. It is unclear if or in what situations NE exist.
Previous work on MONFGs has shown that theoretical results from single-objective game theory do not necessarily
carry over to the multi-objective setting [26]. We thus also highlight the need for explicit work on studying solution
concepts for multi-objective game theory.
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